
Object-action	semantic	segmentation
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Joint	object-action	detection	in	videos
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• End-to-end	multitaskarchitecture
• Enables zero-shot	learning,	
relationship	detection in	images	and
object-action	semantic	segmentation	
• Fewer	parameters	than	alternatives:
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Joint learning of object and action detectors
Vicky Kalogeiton1,2, Philippe Weinzaepfel3, Vittorio Ferrari2 and Cordelia Schmid1
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V

Lu	et	al.,	ECCV16 1.1 0.8

Baseline 4.3 2.3

Ours 5.5 3.4

V+L+F Lu	et	al.,	ECCV16 3.8 3.4

+5-15%mAP	compared	to	chance	level
for	object	classes	that	share	commonalities
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in	triplets:	object1-interaction-object2
• Transform	each	triplet	into	two	pairs:	

object	and	an	interaction	label	

Phrase	detection:	zero-shot	learning
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Less	parametersBetter	fusion Joint	better	than	
separate	learning
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